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Abstract: 

             The main objective of the paper is to implement 

classification and clustering algorithm such as Naive Bayes, 

K-Means, and Farthest First clustering algorithm using Weka 

to analyse airline dataset. In addition to that, performance 

analysis of these algorithms shows that Farthest First 

outperforms the other algorithms. Data set has been obtained 

from UCI machine learning repository. The algorithms has 

been discussed with the results obtained from the tool. The 

confusion matrix for classification algorithm and the cluster 

instances for clustering algorithm is also shown in the result.  

Introduction: 

Data mining is the method  of exploring unknown 

data patterns according to different viewpoints for 

classification into beneficial info, which is composed and 

accumulated in common portions, such as data warehouses  

for effectual study, data mining algorithms, smoothing 

business decision making and other information necessities to 

eventually cut costs and upsurge revenue. 

Data mining comes under the umbrella term of 

“business intelligence,” and could be considered a form of 

BI[3]. Data mining is used to collect relevant information and 

gain insights. Moreover, business intelligence could also be 

thought as the result of data mining. As stated, business 

intelligence comprises using data to obtain insights. Data 

mining is the collection of essential data, which will 

eventually lead to solutions through in-depth analysis. 

The relation between data mining and business 

intelligence can be thought of as a cause-and-effect 

relationship .Data mining pursuits for the “what” and business 

intelligence processes reveal the “how” and “why”[1]. 

Analysts make use of data mining to find the information they 

need and use business intelligence to define why it is 

important. Data mining is a practice used by companies to 

turn raw data into useful information. 

Data mining is applied efficiently in various fields 

such as business atmosphere, weather forecast, medicine, 

transportation, healthcare, insurance, government…etc. 

Important elements such as learning more about their 

customers, to develop more effective marketing tactics, 

increase sales and decrease costs can be done through data 

mining which leads to business intelligence. 

Data Mining Algorithm: 

An algorithm in data mining is a set of heuristics and 

calculations that creates a model from data. For creating a 

model, the algorithm first analyses the data you offer, 

observing for particular types of patterns or trends. 

The algorithm uses the outcomes of this analysis over many 

iterations to find the optimal factors for producing the mining 

model. These parameters are then applied across the whole 

data set to extract actionable patterns and complete statistics. 

Various forms can be taken by the mining model that an 

algorithm creates from your data, including 
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 A set of clusters that describes how the cases in a 

dataset are associated. 

 A decision tree that predicts a result, and describes 

how different conditions affect that outcome. 

 A mathematical model that estimates sales. 

 A set of rules that define how data can be grouped 

together in a transaction, and the prospects that 

products are purchased together. 

1. Naive Bayes Classification Algorithm: 

Naive Bayes is a statistical classification method 

based on Bayes Theorem. It is one of the simplest supervised 

learning algorithms. Naive Bayes classifier is the fast, exact 

and consistent algorithm. Naive Bayes classifiers have great 

correctness and speed on huge datasets. 

Naive Bayes classifier assumes that the effect of a 

particular feature in a class is independent of other features. 

For example, a loan applicant is desirable or not depending 

on his/her income, previous loan and transaction hi story, age, 

and location. Even if these features are interdependent, these 

features are still considered independently. This assumption 

simplifies computation, and that's why it is considered as 

naive. This assumption is called class conditional 

independence. 

 

Fig 1.1 Naïve Bayes Formula 

2. K-Means Clustering Algorithm: 

One of the simplest 

unsupervised learning algorithms is the K-means algorithm 

that solves the well-known clustering problem. 

The technique follows a simple and relaxed approach to 

classify a given data set through a certain number of clusters 

(assume k clusters) [2]. Defining k-centres, one for each 

cluster is the main idea of this algorithm. 

These centres should be placed in a 

cunning way because different results are obtained from 

different locations. So, the healthier choice is to place 

them far away as much as possible from each other. 

The succeeding step is to take each point fitting to a given 

data set and associate it to the nearest center. When no point 

is awaiting, the first step is completed and an early group 

age is done. We need to re-calculate k new centroids as 

barycenter of the clusters resulting from the previous step at 

this point. 

After we have these k new centroids, a new binding 

has to be done between the same data set points and the 

nearest new center. A loop has been created. As a result 

of  this loop we  may  notice that the k-centers alter their 

location step by step until no more changes  are done 

or  in  other words centers do not move any more. 

 

 

 

Fig 2.1  K-Means  Algorithm Flowchart 

3. Farthest First Clustering Algorithm: 

 Farthest first is a modified of K-Means that places 

each cluster center in turn at the point further most from the 

existing cluster center. This point must lies within the data 

area. [3]This significantly increases the clustering speed in 

most of the cases since less reassignment and adjustment is 
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needed. Farthest First Algorithm is suitable for large dataset 

but it creates non-uniform  clusters. 

 The farthest-first traversal k-center (FFT) is a fast 

and greedy algorithm. In this algorithm k points are first 

selected as cluster centers. The first center is select 

randomly. The second center is greedily select as the point 

furthest from the first. Each remaining center is determined 

by greedily selecting the  point farthest from the set of 

already chosen centers, and the remaining points are added 

to the cluster whose center is the closest. 

Obtained Results: 

The following figures A,B and C are the implementation 

results of the above three algorithms. 

Naïve Bayes Algorithm: 

From the following result, it is known that Naïve 

Bayes algorithm takes 0.8 seconds to build a model and 

classify the attributes for this given dataset. 

 

Fig  A  Naïve Bayes implementation result 

Time taken to build model: 0.8 seconds 

K-Means  clustering algorithm: 

From the following result ,it is known that K-Means 

clustering  algorithm takes 1.27 seconds to cluster this given 

dataset. 

     

 

 

Fig B Implementation Result of K-Means Algorithm 

Time taken to build model:1.27 seconds 

Farthest First Clustering Algorithm: 

From the following result ,it is known that K-Means 

clustering  algorithm takes 0.45 seconds to cluster this given 

dataset. 
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Fig C Implementation result of Farthest First Algorithm 

   Time taken to build the model :0.45 seconds 

Conclusion: 

 Therefore it is examined that Naïve bayes  algorithm 

takes 0.55 second to classify the attributes on this dataset 

and to create a confusion matrix.  

 K-Means clustering algorithm takes 1.27 seconds to 

complete clustering of attributes on this dataset. 

Clustered Instances        : 247360 

Non-clustered Instances : 292023 

 Farthest First algorithm takes 0.45 seconds to complete 

the clustering of instances. 

Clustered Instances        :  301947 

Non-clustered Instances :   237436 

  When comparing both the clustering algorithms , 

Farthest First Algorithm clusters more number of instances at 

a higher rate than K-Means clustering algorithm. 
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